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#### Abstract

The paper presents an example of solving the parameter identification problem in case of robot with three degrees of freedom has been also presented. The identification has been performed with the use of elaborated differential filters. The applied identification method does not require differential equations solving but only determining the appropriate derivatives. Identification method and its generalizations using the object inverse model require information on time derivatives of the input and output signals [1, 2]. The required derivative order depends on the order of differential equations describing the object.
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## 1. Introduction

The rapid developments in computer hardware and software and, consequently, the common use of computers to control processes have aroused wide interest in mathematical modeling, control processes and, accordingly, control system identification.

The method of identification applied in the analysis involves fine-tuning of the inverse model. The method can be used only for such values of the input signals that are determined from the measurement data. Identifying a dynamic system by means of the input error method (fig. 1) requires looking for a model that generates the same input as the object. Only in the case of model reversibility is such a procedure possible. This reversibility is true for linear minimumphase models and a certain class of non-linear models where the input is determined basing on the output data $[1,2]$.

Let us assume, for instance, that the object is described by means of a differential equation:

$$
\begin{equation*}
f\left(\varphi^{(n)}, \varphi^{(n-1)}, \ldots, \varphi, \theta\right)=\tau \tag{1}
\end{equation*}
$$

where $f$ is a certain known function. Thus, the identification error is defined as:

$$
\begin{gather*}
e=\tau-\hat{\tau} \\
\hat{x}=f\left(y^{(n)}, y^{(n-1)}, \ldots, y, \hat{\theta}\right) \tag{2}
\end{gather*}
$$

A drawback of this method is that derivative estimates need to be determined. An advantage, on the other hand, is that it is not necessary to solve the differential equations describing the model at each step of iteration.

The fundamental problem related to the implementation of the input error method and its generalization is the ne-


Fig. 1. A block diagram of the process of estimation of the inverse model parameters
Rys. 1. Schemat blokowy procesu estymacji parametrów modelu odwrotnego
cessity to determine the estimates of signal derivatives. This is achieved by applying differential filters [3].

## 2. Differential filters

Let us assume that the differential filter of the $k$-th order is a series connection of a low-pass filter with boundary frequency $\Omega_{g}$ and a difference quotient of the $k$-th order (fig. 2).


Fig. 2. Block diagram of the differential filter
Rys. 2. Schemat blokowy filtru różniczkującego

The low-pass filter will be responsible firstly for reducing the signal spectrum and secondly for correcting the characteristics of the difference quotient in the range of low frequencies. Thus, the filter will be called a low-pass correction filter. The desired transfer function of the low-pass filter is:

$$
H_{\mathrm{kor} k}(\boldsymbol{\Omega})=\left\{\begin{array}{lll}
H_{k}(\Omega) / H_{\nabla k}(\Omega) & \text { for } & \Omega \leq \Omega_{g}  \tag{3}\\
0 & \text { for } & \Omega>\Omega_{g}
\end{array}\right.
$$

As a result, the transfer function of the series connection of the difference quotient and the low-pass filter in the range of low frequencies will be equal to the transfer function of an ideal differential filter.

The transfer function of the low-pass filter for $\Omega \leq \Omega_{g}$ is equal to

$$
\begin{align*}
& H_{\text {kork }}(\boldsymbol{\Omega})=H_{k}(\boldsymbol{\Omega}) / H_{\nabla k}(\boldsymbol{\Omega})= \\
& = \begin{cases}\Omega / \sin \Omega & k=1 \\
\Omega^{2} / 2(1-\cos \Omega) & k=2 \\
\Omega^{3} /(-2 \sin \Omega+\sin (2 \Omega)) & k=3 .\end{cases} \tag{4}
\end{align*}
$$

The filter impulse response is the inverse Fourier transform of its frequency characteristic, thus:

$$
\begin{equation*}
h_{\text {kork }}(n)=\frac{1}{2 \pi} \int_{-\Omega_{g}}^{\Omega_{g}} H_{\text {kork }}(\Omega) e^{j \Omega n} d \Omega \tag{5}
\end{equation*}
$$

Unfortunately, integral (5) cannot be expressed by means of the analytic functions. It needs to be determined using some approximation. By expanding function $H_{\text {kork }}(\Omega)$ into a Taylor series around the value $\Omega=0$, we obtain:

$$
H_{\mathrm{kork} k}(\Omega)= \begin{cases}1+\frac{\Omega^{2}}{6}+O\left(\Omega^{4}\right) & k=1  \tag{6}\\ 1+\frac{\Omega^{2}}{12}+O\left(\Omega^{4}\right) & k=2 \\ 1+\frac{\Omega^{2}}{4}+O\left(\Omega^{4}\right) & k=3 .\end{cases}
$$

The four-term approximation of the expansion appears to be fairly sufficient. The inverse Fourier transform of the function obtained by rejecting the terms of the higher orders is equal to:

$$
h_{\text {kork }}(n)=\left\{\begin{array}{l}
\frac{12}{6 n^{3} \pi} n \boldsymbol{\Omega}_{g} \cos \left(n \boldsymbol{\Omega}_{g}\right)+  \tag{7}\\
+\left(6 n^{2}+\boldsymbol{\Omega}^{2} n^{2}-2\right) \sin \left(n \boldsymbol{\Omega}_{g}\right) \quad k=1 \\
\frac{1}{12 n^{3} \boldsymbol{\pi}}\left(2 n \boldsymbol{\Omega}_{g} \cos \left(n \boldsymbol{\Omega}_{g}\right)+\right. \\
\left.+\left(12 n^{2}+n^{2} \boldsymbol{\Omega}_{g}^{2}-2\right) \sin \left(n \boldsymbol{\Omega}_{g}\right)\right) k=2 \\
\frac{1}{4 n^{3} \boldsymbol{\pi}}\left(2 n \boldsymbol{\Omega}_{g} \cos \left(n \boldsymbol{\Omega}_{g}\right)+\right. \\
\left.+\left(4 n^{2}+n^{2} \boldsymbol{\Omega}_{g}^{2}-2\right) \sin \left(n \boldsymbol{\Omega}_{g}\right)\right) k=3 .
\end{array}\right.
$$

Assume that the impulse response of the low-pass differential filter is:

$$
\begin{equation*}
h_{d k}(n)=\frac{1}{\chi_{k}} h_{\text {kork }}(n) W_{\text {Harris }}(n), \tag{8}
\end{equation*}
$$

where $W_{\text {Harris }}(n)$ is Harris window described by the following equation:

$$
\begin{align*}
& W_{\text {Haris }}(n)=0,36+0,49 \cos (\pi n / M)+ \\
& +0,14 \cos (2 n \pi / M)+0,01 \cos (3 n \pi / M) . \tag{9}
\end{align*}
$$

The parameter $\chi_{k}$ should be selected in sum a way that the slope of the characteristic of the filter being designed at point $\Omega=0$ is the same as that of the ideal differential equation, thus:

$$
\begin{equation*}
\left.\frac{\partial^{k}}{\partial \Omega^{k}} H_{d k}(\Omega) H_{\nabla k}(\Omega)\right|_{\Omega=0}=\frac{k!j^{k}}{\Delta^{k}} . \tag{10}
\end{equation*}
$$

## 3. A mathematical model of a robot manipulator

In the next sections, the following problems will be solved: first, we will derive the equations for the DC motors, then, we will define the kinetic and potential energy of the system, and finally, we will symbolically derive the robot dynamic equations, using the second order Lagrange equations.


Fig. 3. An electrically-driven manipulator
Rys. 3. Manipulator $z$ napędem elektrycznym

Let $\varphi=\left[\varphi_{1} \varphi_{2} \varphi_{3}\right]$ denote the vector of joint variables acting as generalized coordinates, $m_{j}$ - the mass, $l_{j}$ - the arm length, $l_{c_{j}}$ - the distance from the centre of gravity and $S_{j}$ - the motor of the link $j$.

Using typical equivalent diagrams of DC motors available in the literature, e.g. Ref. [4], and the second Kirchoff law, we can write the following electrical equation of the DC motor:

$$
\begin{equation*}
U_{z_{j}}=U_{R_{j}}+U_{L_{j}}+E_{e_{j}}, \text { for } j=1,2,3 \tag{11}
\end{equation*}
$$

where $U_{z_{j}}$ is the voltage supplied to the rotor.
Since an open-loop system may be difficult to control, it is essential that the identification be performed for a clo-sed-loop system with properly selected PD controllers. Let us assume that the equations of the controllers have the following form:

$$
\begin{equation*}
U_{z_{j}}=K_{p_{j}}\left(\varphi_{z_{j}}(t)-\varphi_{j}(t)\right)-K_{d_{j}} \dot{\varphi}_{j}(t), \tag{12}
\end{equation*}
$$

where: $K_{p_{j}}, K_{d_{j}}$ - the parameters of the controllers, $\varphi_{z_{j}}(t)$ - the control signals, $\boldsymbol{\varphi}_{j}(t)$ - the variables describing the position of the manipulator arms.

The voltage drops across the rotor winding resistance and inductance are:

$$
\begin{equation*}
U_{R_{j}}=R_{w_{j}} i_{w_{j}}(t) \tag{13}
\end{equation*}
$$

where $R_{w_{j}}$ is the equivalent rotor winding resistance, $L_{j}$ is the equivalent rotor winding inductance, and $i_{w_{j}}$ is the current flowing through the rotor windings.

The electromotive inductance force is

$$
\begin{equation*}
E_{e_{j}}=k_{e_{j}} \dot{\varphi}_{j}(t) \tag{15}
\end{equation*}
$$

where $k_{e_{j}}$ is an electromotive constant.
Substituting the subsequent components to eq. (11), we obtain:

$$
\begin{align*}
& L_{j} \frac{d i_{w_{j}}(t)}{d t}+R_{w_{j}} i_{w_{j}}(t)+k_{e_{j}} \dot{\varphi}_{j}(t)=\text { for } j=1,2,3  \tag{16}\\
& =K_{p_{j}}\left[\varphi_{z_{j}}(t)-\varphi_{j}(t)\right]-K_{d_{j}} \dot{\varphi}_{j}(t)
\end{align*}
$$

The rotor torque is:

$$
\begin{equation*}
M_{s_{j}}=k_{m_{j}} i_{w_{j}}(t) \tag{17}
\end{equation*}
$$

where $k_{m_{j}}$ is a mechanical constant.
Let us define the manipulator kinetic and potential energy. The following geometrical relations take place:

$$
\begin{gather*}
x_{c 2}=l_{c_{2}} \cos \left(\varphi_{2}(t)\right) \cos \left(\varphi_{1}(t)\right) \\
x_{c 3}=l_{2} \cos \left(\varphi_{2}(t)\right) \cos \left(\varphi_{1}(t)\right)+l_{c_{3}} \cos \left(\varphi_{2}(t)+\right. \\
\left.+\varphi_{3}(t)\right) \cos \left(\varphi_{1}(t)\right) \\
y_{c 2}=l_{c_{2}} \cos \left(\varphi_{2}(t)\right) \sin \left(\varphi_{1}(t)\right) \\
y_{c 3}=l_{2} \cos \left(\varphi_{2}(t)\right) \sin \left(\varphi_{1}(t)\right)+l_{c_{3}} \cos \left(\varphi_{2}(t)+\right. \\
\left.+\varphi_{3}(t)\right) \sin \left(\varphi_{1}(t)\right)  \tag{18}\\
z_{c 2}=l_{1}+l_{c_{2}} \sin \left(\varphi_{2}(t)\right) \\
z_{c 3}=l_{1}+l_{2} \sin \left(\varphi_{2}(t)\right)+l_{c_{3}} \sin \left(\varphi_{2}(t)+\varphi_{3}(t)\right)
\end{gather*}
$$

The velocity of the centre of gravity of the second arm of the manipulator is:

$$
\begin{align*}
& v_{2}=\sqrt{\dot{x}_{c 2}^{2}+\dot{y}_{c 2}^{2}+\dot{z}_{c 2}^{2}} \\
& v_{3}=\sqrt{\dot{x}_{c 3}^{2}+\dot{y}_{c 3}^{2}+\dot{z}_{c 3}^{2}} \tag{19}
\end{align*}
$$

Thus, the kinetic energy of the system is:

$$
\begin{gather*}
E=E_{1}+E_{2}+E_{3}  \tag{20}\\
E_{1}=\frac{J_{c 1} \dot{\varphi}_{1}^{2}(t)}{2}, E_{2}=\frac{m_{2} v_{2}^{2}}{2}+\frac{J_{c 2} \dot{\varphi}_{2}^{2}(t)}{2}
\end{gather*}
$$

$$
E_{3}=\frac{m_{3} v_{3}^{2}}{2}+\frac{J_{c 3} \dot{\varphi}_{3}^{2}(t)}{2}, J_{c j}=\frac{m_{j} l_{j}^{2}}{12}, l_{c_{j}}=\frac{l_{j}}{2}
$$

where $J_{c j}$ are moments of inertia of the robot arms assumed for a uniform beam.

The potential energy of the system is:

$$
\begin{gather*}
U=U_{1}+U_{2}+U_{3}  \tag{21}\\
U_{1}=m_{1} g l_{c_{1}}, U_{2}=m_{2} g\left(l_{1}+l_{c_{2}} \sin \left(\varphi_{2}(t)\right)\right) \\
U_{3}=m_{3} g\left(l_{1}+l_{2} \sin \left(\varphi_{2}(t)\right)+l_{c_{3}} \sin \left(\varphi_{2}(t)+\varphi_{3}(t)\right)\right.
\end{gather*}
$$

Where $g$ is the acceleration of gravity.
Using the expressions for the kinetic and potential energy, we obtain two second-order Lagrange equations:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial E}{\partial \dot{\varphi}_{j}}-\frac{\partial E}{\partial \varphi_{j}}+\frac{\partial U}{\partial \varphi_{j}}=M_{s_{j}}, \text { for } j=1,2,3 \tag{22}
\end{equation*}
$$

After substitution and simplification of all the variables, we have a system of three equations (where:

$$
\left.\varphi_{j}=\varphi_{j}(t), \dot{\varphi}_{j}=\dot{\varphi}_{j}(t), \ddot{\varphi}_{j}=\ddot{\varphi}_{j}(t), \dddot{\varphi}_{j}=\dddot{\varphi}_{j}(t)\right):
$$

$$
\begin{aligned}
& \frac{1}{k_{m_{1}}}\left(\left(R _ { 1 } \left(2 l_{1}^{2} m_{1}+3\left(l_{3}^{2} m_{3}+l_{2}^{2}\left(m_{2}+4 m_{3}\right)\right)++3 l_{2}^{2}\left(m_{2}+\right.\right.\right.\right. \\
& \left.+4 m_{3}\right) \cos \left(2 \varphi_{2}\right)+3 l_{3} m_{3}\left(8 l_{2} \cos \left(\varphi_{2}\right) \cos \left(\varphi_{2}+\varphi_{3}\right)+\right. \\
& \left.\left.+l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)\right)\right)-12 L_{1}\left(l_{2}^{2}\left(m_{2}+4 m_{3}\right) \sin \left(2 \varphi_{2}\right)+\right. \\
& \left.+l_{3} m_{3}\left(l_{3} \sin \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2} \sin \left(2 \varphi_{2}+\varphi_{3}\right)\right)\right) \dot{\varphi}_{2}+ \\
& -24 L_{1} l_{3} m_{3}\left(2 l_{2} \cos \left(\varphi_{2}\right)+l_{3} \cos \left(\varphi_{2}+\varphi_{3}\right) \sin \left(\varphi_{2}+\right.\right. \\
& \left.\left.+\varphi_{3}\right) \dot{\varphi}_{3}\right) \ddot{\varphi}_{1}+6 \dot{\varphi}_{1}\left(4 k_{e_{1}} k_{m_{1}}-2 L_{1}\left(l _ { 2 } ^ { 2 } \left(m_{2}+\right.\right.\right. \\
& \left.+4 m_{3}\right) \cos \left(2 \varphi_{2}\right)+l_{3} m_{3}\left(l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2} \cos \left(2 \varphi_{2}+\right.\right. \\
& \left.\left.\left.+\varphi_{3}\right)\right)\right) \dot{\varphi}_{2}^{2}-2 l_{3} m_{3} R_{1}\left(2 l_{2} \cos \left(\varphi_{2}\right)+l_{3} \cos \left(\varphi_{2}+\right.\right. \\
& \left.+\varphi_{3}\right) \sin \left(\varphi_{2}+\varphi_{3}\right) \dot{\varphi}_{3}-2 L_{1} l_{3} m_{3}\left(2 l _ { 2 } \operatorname { c o s } ( \varphi _ { 2 } ) \operatorname { c o s } \left(\varphi_{2}+\right.\right. \\
& \left.\left.+\varphi_{3}\right)+l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)\right) \dot{\varphi}_{3}^{2}+\dot{\varphi}_{2}\left(-R_{1}\left(l _ { 2 } ^ { 2 } \left(m_{2}+\right.\right.\right. \\
& \left.+4 m_{3}\right) \sin \left(2 \varphi_{2}\right)+l_{3} m_{3}\left(l_{3} \sin \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2} \sin \left(2 \varphi_{2}+\right.\right. \\
& \left.\left.\left.+\varphi_{3}\right)\right)\right)-4 L_{1} l_{3} m_{3}\left(l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+2 l_{2} \cos \left(2 \varphi_{2}+\right.\right. \\
& \left.\left.\left.+\varphi_{3}\right)\right) \dot{\varphi}_{3}\right)-L_{1}\left(l_{2}^{2}\left(m_{2}+4 m_{3}\right) \sin \left(2 \varphi_{2}\right)+\right. \\
& \left.+l_{3} m_{3}\left(l_{3} \sin \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2} \sin \left(2 \varphi_{2}+\varphi_{3}\right)\right)\right) \ddot{\varphi}_{2}+ \\
& -2 L_{1} l_{3} m_{3}\left(2 l_{2} \cos \left(\varphi_{2}\right)+l_{3} \cos \left(\varphi_{2}+\varphi_{3}\right)\right) \sin \left(\varphi_{2}+\right. \\
& \left.\left.+\varphi_{3}\right) \ddot{\varphi}_{3}\right)+2 L_{1}\left(l_{1}^{2} m_{1}+3 l_{2}^{2}\left(m_{2}+4 m_{3}\right) \cos \left(\varphi_{2}\right)^{2}+\right. \\
& 12 l_{2} l_{3} m_{3} \cos \left(\varphi_{2}\right) \cos \left(\varphi_{2}+\varphi_{3}\right)+3 l_{3}^{2} m_{3} \cos \left(\varphi_{2}+\right. \\
& \left.\left.\left.+\varphi_{3}\right)^{2}\right) \dddot{\varphi}_{1}\right)=U_{z_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{k_{m_{2}}}\left(3 \dot { \varphi } _ { 1 } ^ { 2 } \left(R _ { 2 } \left(l_{2}^{2}\left(m_{2}+4 m_{3}\right) \sin \left(2 \varphi_{2}\right)+l_{3} m_{3}\left(l _ { 3 } \operatorname { s i n } \left(2 \left(\varphi_{2}+\right.\right.\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\varphi_{3}\right)\right)+4 l_{2} \sin \left(2 \varphi_{2}+\varphi_{3}\right)\right)\right)+2 L_{2}\left(l_{2}^{2}\left(m_{2}+4 m_{3}\right) \cos \left(2 \varphi_{2}\right)+\right. \\
& \left.+l_{3} m_{3}\left(l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2} \cos \left(2 \varphi_{2}+\varphi_{3}\right)\right)\right) \dot{\varphi}_{2}+ \\
& +2 L_{2} l_{3} m_{3}\left(l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+2 l_{2} \cos \left(2 \varphi_{2}+\varphi_{3}\right)\right) \dot{\varphi}_{3}+ \\
& +6 L_{2}\left(l_{2}^{2}\left(m_{2}+4 m_{3}\right) \sin \left(2 \varphi_{2}\right)+l_{3} m_{3}\left(l _ { 3 } \operatorname { s i n } \left(2 \left(\varphi_{2}+\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\varphi_{3}\right)\right)+4 l_{2} \sin \left(2 \varphi_{2}+\varphi_{3}\right)\right)\right) \dot{\varphi}_{1} \ddot{\varphi}_{1}+2\left(6 g R _ { 2 } \left(l _ { 2 } \left(m_{2}+\right.\right.\right. \\
& \left.\left.+2 m_{3}\right) \cos \left(\varphi_{2}\right)+l_{3} m_{3} \cos \left(\varphi_{2}+\varphi_{3}\right)\right)+4 l_{2}^{2} m_{2} R_{2} \ddot{\varphi}_{2}+ \\
& +12 l_{2}^{2} m_{3} R_{2} \ddot{\varphi}_{2}+3 l_{3}^{2} m_{3} R_{2} \ddot{\varphi}_{2}+3 l_{3}^{2} m_{3} R_{2} \ddot{\varphi}_{3}- \\
& +6 l_{3} m_{3} \sin \left(\varphi_{3}\right) \dot{\varphi}_{3}\left(l_{2} R_{2} \dot{\varphi}_{3}+L_{2}\left(g \cos \left(\varphi_{2}\right)+4 l_{2} \ddot{\varphi}_{2}+\right.\right. \\
& \left.\left.+3 l_{2} \ddot{\varphi}_{3}\right)\right)+6 \dot{\varphi}_{2}\left(2 k_{e_{2}} k_{m_{2}}+g L_{2}\left(-l_{2}\left(m_{2}+2 m_{3}\right) \sin \left(\varphi_{2}\right)+\right.\right. \\
& -l_{3} m_{3} \sin \left(\varphi_{2}+\varphi_{3}\right)-2 l_{2} l_{3} m_{3}\left(L_{2} \cos \left(\varphi_{3}\right) \dot{\varphi}_{3}^{2}+\right. \\
& \left.\left.+\sin \left(\varphi_{3}\right)\left(R_{2} \dot{\varphi}_{3}+L_{2} \ddot{\varphi}_{3}\right)\right)\right)+4 l_{2}^{2} L_{2} m_{2} \dddot{\varphi}_{2}+12 l_{2}^{2} L_{2} m_{3} \dddot{\varphi}_{2}+ \\
& +3 L_{2} l_{3}^{2} m_{3} \dddot{\varphi}_{2}+3 L_{2} l_{3}^{2} m_{3} \dddot{\varphi}_{3}+ \\
& +6 l_{3} m_{3} \cos \left(\varphi_{3}\right)\left(-g L_{2} \sin \left(\varphi_{2}\right) \dot{\varphi}_{3}-l_{2} L_{2} \dot{\varphi}_{3}^{3}+l_{2}\left(2 R_{2} \ddot{\varphi}_{2}+\right.\right. \\
& \left.\left.\left.\left.+R_{2} \ddot{\varphi}_{3}+2 L_{2} \dddot{\varphi}_{2}+L_{2} \dddot{\varphi}_{3}\right)\right)\right)\right)=U_{z_{2}}
\end{aligned}
$$

$$
\frac{1}{k_{m_{3}}}\left(6\left(g l_{3} m_{3} R_{3} \cos \left(\varphi_{2}+\varphi_{3}\right)+k_{e_{3}} k_{m_{3}} \dot{\varphi}_{3}\right)+\right.
$$

$$
+l_{3} m_{3}\left(6 l_{2} \dot{\varphi}_{2}^{2}\left(R_{3} \sin \left(\varphi_{3}\right)+L_{3} \cos \left(\varphi_{3}\right) \dot{\varphi}_{3}\right)+\right.
$$

$$
+3 \dot{\varphi}_{1}^{2}\left(R_{3}\left(2 l_{2} \cos \left(\varphi_{2}\right)+l_{3} \cos \left(\varphi_{2}+\varphi_{3}\right)\right) \sin \left(\varphi_{2}+\varphi_{3}\right)+\right.
$$

$$
+L_{3}\left(l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)+2 l_{2} \cos \left(2 \varphi_{2}+\varphi_{3}\right)\right) \dot{\varphi}_{2}+
$$

$$
\left.+L_{3}\left(2 l_{2} \cos \left(\varphi_{2}\right) \cos \left(\varphi_{2}+\varphi_{3}\right)+l_{3} \cos \left(2\left(\varphi_{2}+\varphi_{3}\right)\right)\right) \dot{\varphi}_{3}\right)+
$$

$$
+6 L_{3}\left(2 l_{2} \cos \left(\varphi_{2}\right)+l_{3} \cos \left(\varphi_{2}+\varphi_{3}\right)\right) \sin \left(\varphi_{2}+\varphi_{3}\right) \dot{\varphi}_{1} \ddot{\varphi}_{1}+
$$

$$
+3 R_{3}\left(l_{3}+2 l_{2} \cos \left(\varphi_{3}\right)\right) \ddot{\varphi}_{2}-6 L_{3} \dot{\varphi}_{2}\left(g \sin \left(\varphi_{2}+\varphi_{3}\right)-\right.
$$

$$
\left.+2 l_{2} \sin \left(\varphi_{3}\right) \ddot{\varphi}_{2}\right)+4 l_{3} R_{3} \ddot{\varphi}_{3}+L_{3}\left(-6 \dot{\varphi}_{3}\left(g \sin \left(\varphi_{2}+\varphi_{3}\right)+\right.\right.
$$

$$
\left.\left.\left.\left.l_{2} \sin \left(\varphi_{3}\right) \ddot{\varphi}_{2}\right)+3\left(l_{3}+2 l_{2} \cos \left(\varphi_{3}\right)\right) \dddot{\varphi}_{2}+4 l_{3} \dddot{\varphi}_{3}\right)\right)\right)=U_{z_{3}}
$$

## 4. Simulation of the manipulator model

This section discusses the results of a simulation of clo-sed-loop equations including a robot model with PD controllers (fig. 4). The collected data will then be used in the identification algorithm.

First, the pre-determined signal was defined: $\left[\varphi_{z_{1}} \quad \varphi_{z_{2}} \quad \varphi_{z_{3}}\right]$. The signal was assumed to be a properly delayed step function (each arm with a different delay) passing through an additional low-pass filter with a boundary frequency $\Omega_{g}=0.025 \mathrm{rad} / \mathrm{s}$. The filtering was responsible for limiting the signal spectrum.

The responses are not satisfactory from the point of view of regulation. The aim of the study was to generate signals to be used in the identification process. It is advisable that the pre-determined signals and the controller pa-


Fig. 4. Responses of $\varphi_{1}, \varphi_{2}, \varphi_{3}$
Rys. 4. Sygnały wyjściowe $\varphi_{1}, \varphi_{2}, \varphi_{3}$
rameters be carefully selected so that the signals provide sufficient information about the object dynamics.

## 5. Identification

Let us recall that the robot mass and arm length are the unknown parameters denoted as $\theta=\left[m_{1}, m_{2}, m_{3}, l_{1}, l_{2}, l_{3}\right]$. The method used for the parameter identification is represented graphically in Figure 1. It is assumed that the measurement data concerning the trajectories of the generalized variables and the necessary input signals are available. The estimate of the input signals, $\hat{\tau}^{f}$, is determined basing on the current estimates of the object parameters $\hat{\boldsymbol{\theta}}=\left[\hat{m}_{1}, \hat{m}_{2}, \hat{m}_{3}, \hat{l}_{1}, \hat{l}_{2}, \hat{l}_{3}\right]$. These equations have the same structure as eq. (23); yet, the unknown parameters $\theta$, are replaced by the estimates $\hat{\theta}$, the generalized variables are replaced by variables filtered through a low-pass filter, and their derivatives (which are not measured) are replaced by their estimates obtained by using relevant differentiating filters. Let us assume that the boundary frequency of the differentiating filters is: $\Omega_{g}=0.2 \mathrm{rad} / \mathrm{s}$. The identification requires determining the estimates of the parameters responsible for the quality factor minimization.

$$
\begin{equation*}
J(\hat{\boldsymbol{\theta}})=\frac{1}{T} \int_{0}^{T}\left(\hat{\tau}^{f}-\tau^{f}\right)^{2} d t \tag{24}
\end{equation*}
$$

where $\tau^{f}$ is an input signal filtered with a low-pass filter. The identification procedure is commenced for the following initial values: $\hat{\boldsymbol{\theta}}=[99.2,151.7,49.9,0.49,1.01,0.75]$. The final values of the parameters are determined after 24 iterations of the minimization algorithm. The estimates $\hat{\boldsymbol{\theta}}=[108.462,150.44,49.6122,0.491266,1.00157$, 0.70392 ] slightly depart from the real values of the parameters, $\theta=[100,150,50,0.5,1,0.7]$.

## 6. Identification and measurement noise

In this point we will examine how far the elaborated filters eliminate the measurement and quantization noise $[5,6]$. We will also examine the influence of the measurement and quantization noise on the result of identifica-
tion process with the use of finite elements differentiation method and elaborated filters.

The signal processing theory comprises activities aimed on selection of substantial information on the examined phenomena and elimination of redundant information. It is commonly known that the measured signals contain components resulting from the disturbances. In our case the quantization noise value is connected directly with the number of bits of the $n$-bit A/D converter [7, 8$]$.

Using the same identification method and elaborated filters following parameters have been obtained for the noisy signal $(n=20) \hat{\theta}=[108.827,150.446,49.6164,0.490419$, $1.00154,0.703882],(n=16) \hat{\theta}=[112.219,150.266,49.8673$, $0.480005,1.0005,0.701312],(n=14) \hat{\theta}=[122.175,147.789$, 52.3693, 0.435243, 0.991148, 0.676069].

Using the finite elements method following parameters have been obtained for the noisy signal $(n=20) \hat{\theta}=$ $\left[2.22592 \cdot 10^{6},-609462,313468,-0.000121342,0.0149072\right.$, $0.000171592]$.

Comparing the obtained results we can state that the differential filters eliminate the measurement noise in a major degree and the parameters determined in the identification process are close to the actual ones. Traditional differentiation does not ensure noise elimination and the identified parameters differ significantly from the actual ones.

Using the elaborated filters in identification methods we obtain well determined parameters in case of quantization on the level of 16 -bit cards.

## 7. Conclusions

In contrast to the conventional output error method, which involves comparing and estimating input signals, the input error method is considerably faster. The identification procedure does not require solving a series of differential equations in each iteration of the algorithm minimizing the quality factor.

It should be noted that the spectrum of the pre-determined signals is limited. In spite of the fact that the robot system is a non-linear system, the following relationship is obtained for the filtered signals: $\hat{\tau}^{f} \cong \tau^{f}$, if $\hat{\boldsymbol{\theta}}=\theta$. As the slight differences are due to the system non-linearity and quantization errors, the equation can be solved approximately.

Elaborated differential filters have low-pass character. This feature enables removing of high-frequency components of the signal, for example the noise. Differential filters ensure determining of appropriate derivatives of signal with errors far more less than simple differentiation methods, what plays particularly important role in the identification process. In various calculations which have been performed, proper operation of the method for more complicated mechanical systems and for systems of greater number of identified parameters has been stated.
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## Identyfikacja manipulatora z napędem elektrycznym z użyciem filtrów różniczkujących

Streszczenie: Artykuł przedstawia przykład identyfikacji parametrów manipulatora o trzech stopniach swobody. W identyfikacji wykorzystano opracowane filtry różniczkujące. Zastosowano metodę identyfikacji, która nie wymaga rozwiązywania układu równań różniczkowych tylko użycia zróżniczkowanych sygnatów. Metoda identyfikacji wykorzystuje model odwrotny oraz sygnały wejściowe i wyjściowe. Wymagany rząd użytych sygnałów zależy od równań różniczkowych opisujących obiekt.

Słowa kluczowe: filtry różniczkujące, identyfikacja
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